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Introduetiong Purpose and Content of the Reports 

This report on non~linear vibration problems, treated by 

the Averaging Method of W« Ritz5 will consist of the present 

Part- I (on the fundamentals of the method) arid of several sub- 

sequent parts5 which will deal with applications of the method 

and special aspects of the problems in question«, Tentatively 

the -contents of the following parts ares 

Part Iie Application of the method to systems having one 

degree of freedom, using a ohe-term^äpproximatiQn« 

Stuäfes- ©f response ourves«, 

Part III; Stability .considerations^ 

Part 17* Application ef the method to systems, having one 

7 •_._ .drggree' gf f re.e&oni, -üä&ag. äbpg.Q^Mat.iohs--öfljmor:e—— 
<  ------ ;   '    = ".- = 

"IT 
r .---   -",".- ~ -  ""'" "than =©;he; 

—--'.-—"Part 7« ^Appiie.ätiöh: of -"tj&^-me^SG4~Jc©"S^_s^ms-: having more" 

~~   ;     —than ehe degree öf freedom«   •___".:__.-'-.- 

The investigations.presented in the various parts of this 

report are intended to contribute to the knowledge of approximate 

solutions of non-linear differential e,quatipns_ arising._from;  

problems in the field of vibrationse 

Problems of this type have received much attention in recent 

yearso The bulk of the pertinent literature5. however j is in -f;/ - 

Russian» In the USSR much work has been,  done in this field dur< 

ing the last two or three decades hy a -staff of highly traistsd 

scientists, which has resulted in what Jiay be termed nearly a 



uisr- 

k 

m 

m. 

^T, ,» 
,    -              XSEi.' 

•Si * 

7;~  P 
-  .*      .-l^M 

- Ü 

Russian monopoly«. It; was not until vei-j  recently ^"r.?t tbe results 

of these vast efforts have been made available? to some extent, 

to the English reading public„ 

Three main publications are to be mentioned in this connectioni 

He Minorsky
ss report ' [l39 published in 19^79 which gives an ac- 

count of the essential accomplishments to be found in the Russian 

fc^v^ure«, and Se Lefschstz
8s translations of two outstanding 

books by^S^isMxi^-mithorB  [2]9 Cl3« In the course of the year 1950 

two textbooks appeared in English which now facilitate an approach 

to the field Ihl,  E§!U 

As fa? as some special aspects of the solutions; of the pert= 

inent differential equations are concerned (bGundedness9 stability9 

asymptotic feehavior) ? the report of R* Bellmag [6] gives ä very 

th.o3?;©tigä, sWy.ejy s>f~the: aec^mplish^e^S'-fisSiAd- 

-She systems under consideration mayfee desöribedrby the sef 

differential equations. - -. • 

u \ i'j " 
.# 

and may be divided into two major classesi autonomous systems? 

in which the independent variable t does not appear explici: 

on the right hand side of the equations 9 and non-autonomous 

systems - in which it does« 

X)    Figures in brackets refer to the references given in 

i 

> - • 

1:3 i 

i ,-: 



The majority of the past investigations were concerned with 

the anteaomous systems and a number of powerful methods have b@ea 

developed to deal with them« From the viewpoint of the physicist 

and engineer who looks for results which are readily available9 

landerstandable9 and applicable, the two most Important of these 

methods are the approximate method by Eryloff and Bogoliuboff 9 as 

described ia [33? sad the method of the phase plane, which is 

the basis of all considerations in [2].« Both methods, however, 

are limited t© aatohomotis systems*» 

gethods dealing with, höusautöhomöus systems, aimed at getting 

dftailed results., are rare9 and .where there are such methods tley 

are based upon either-a step^by^step, procedure, ©r an iteration. 

proogdiare, thereby again reducing the system to- an >autaa©„mo^s one» '-   i 

ia| esäisple .'Of the £ips& approach Ig the. Ät#gr'äfii|ä mäthard^ He^ 

velopelL _aiid_perf ected very recently %tf Li -S* .faceb/sei h ? :S"5. 

•makes. Use of th§ properties of ther phase ^lane9 -in &sampiteLiÖf_... ."-. _ 

the .s@e©nd_appr©aeh May be found in the method developed by 

M© Hausek©r ,[83o _._ , ^ ^r 

As powerful aad important as these methods are for obtsiniag 

numerical results, they are limited W their^«rery nature, as step<» 

by^step or iteration methodsy.T to special cases and de not allow 

one to obtain general results* What one would like to have is a 

method which presents the results in the closed form of an eaua» 

tion (or equations), thus allowing an interpretation and discussion 

of the influence of the parameters involved«. 

! 

S3 
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The purposes of* the present- report are to draw attention, to 

a method which satisfies these requirements, and to present a 

variety of results achieved "by it in dealing with the forced vi° 

bratio-ss of noa^linear systems. The method will not attempt to 

satisfy the^glven differential equation at every instant, but onl; 

in some mean average« As may already he clear from these worcLs, 

this method is essehtially identical, with the one customarily as- 

sociated with th^nSe^ef jBe^GoC&aleTkih« The latter has been 

widely used for solving boundary value problems in statics of 

elastic systernse Here ühe method will be applied to the dynamical 

problems in question« 

The method is also closely related to^the one_ customarily 

Mt^a as fiitz's method Cor as the Eayleigh^Ritz--method, when ap«=" 

-pialed to eigenvaMe pf^biels)-, äöd it. ää?äwä Buch öf i-fes Mpörtance 

from this- •.eönheetiöl^,.—In ,s.#:eMeh-.i -t^^^ and their 1^ 

intercoöhsötisn will be outlined« 4 clcser^t-udy, of JM& original 

paper Of Wo, Ritz £9] reveals that this paper contains not only 

the elements but also the essential equations of the so-called 

Galsrki-n method§ therefore both forms of the method must be at» 

tributed to W» Ritz„ Some remarks in thi&lelonheetipn will be 

found in section 3» 

•Section h will deal with additional^ remarks pertaining to the 

method. Section 5? finally, contains a summary and again .— 

recipe like — a short description "of the procedure for the 

Averaging Method*"   ;; -:;=is= -^, .. 

*f 
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£,«___ .ghe Two Forms of Ritzf3 Method» 

aift Yariational Problems and •bjb.e, Related Buler Equations«, 

Many problems in mechanics, and In other fields of physics$ 

may be formulated as minimum problemse In each case, the solu- 

tion of the problem, then, is a function which gives some Integra] 

expression a minimum valuef thus the problem is described as one 

in the calculus of variations e ; -s= 

For the convenience of the reader who is hot familiar with 

the basic concepts used in the calculus of variations, we will 

give here a short outline öf the basic ideas as far as they are 

related to our purpose«, 

We begin With the simplest eases Let F^(X V, 

ä given continföus "function of the three variables, Xj /", 

•WW--^^^h^^t^^^^^^$^^:-'^''H^^^¥ ^'^Kf '     i. aj|djf?r 

its; derivative^ ^'Mf t"V 
Ü; ?Vj 7 mi s &-- 

f-uhctioh of K alone;-,- and the iategrälr T 

"'S- 

%& 

f, 

has a definite meaning» The numerical value of I depends of course 

upon 

1) the boundary values Xi   and Xi   9 

2) tha -function y(X)   -,  whi&h""is introduced. 

How let us consider the problem of" choosing Y(^)   i& such 

a way as to give I a minimum valuef  i«ed 

p. ?! 
B • r- 



u   *r 

>.\ 

(2)    /-- /  /TV,/, y'jdK - Minimum 

compared with using any other (neighboring) function y   9 when 

the boundary values X0    and X, are fixedc Clearly, this prob- 

los is "one of the Galeulus of variations«, 

Let us now specify the function y(X)    i& such a way as 

to admit only sueh functions which make 

The unJmown true solution Wf denote by fC^j       "° ^&§ ^ 

funetd^ V' ft/ we put into the' form 

*r- •" -f&lv0^4fM 

wte> ^.--4a-.a number and jß& temte^m^1•^funetien : 

[satisfying, ofcourse^ equations (äayi/i^frJ^j.^Ä^^" 4» 

Thus the integral I has-become a function of the single Darameter 

£  o The problem of finding the minimum of I is reduced to 

the ordinary problems of finding an extremum of a function of a 

single variable as treated in the calculus~  We are looMngf or 

df  _ 0 «hiis € = Ö * ThUs^ the following steps are clearly 
erg 
indicated g 

g 



r K, 

im F(XJJ')^-- •A; yttrpj+<->•?'j d* 

(S) 

ctf 
-1 (dy1? • or '' 

Cjr\     •«• GJ 

Br setting f = 0 , the functions / and/ coincide and 

need no longer be distinguished. Now we integrate the second term 

!&--(£) fer parts i 

*« 

> f'.djt ~ 
•3^"   7 

JC. 

51/ / ; 1© 

asd- we are Ml 

a the £ 3»term ©a the right hand side v 

f -f 
'AT 

car 
which, because £> is supposed to be arbitrary, «alls for 

(?) a/      c/xi dy'J 

Equation (7) is called the »Buler Equation« of the varia- 

ticnal problem UJ.-^tates anecessary condition for the =i*- 

i«, not a sufficient one, because it ensures only a stationary 



Table 1 

"y.^IaTIäSAL PRCBLSMB 7 MD KELATED _BOLEB EQUATIONS E 

Ia One dependent variable? Y      % 

1st order derivatives 

independent variables X      f 

r x, 
V: 1= I   FfKY/y' l-cfx ~ M/n/mu/r) 

Jy •        '     J 

,\       jj Explicitly: 

y      < *• ^. 

1 y one erident variables   x     | 

nth order derivatives 
-V 

^l-j;       ^^^ 
PS d)F   d £$P 'S d&t&0: * .xnel1* rjf-    _..,--, 
£ V^vi/ *^ Ai/* ••'' *J/Y3%&f#   *-" -*** ~/*:>? -W-#M  ~~Vfy     ^^VJT ~—w-,;~ ,a^—: ~—~ '«a»-*—  

jw  L d se «Tpf~C2n) th 
-— :—: r^-crjpciCJL IT 

3«, More dependent variables § y     ^ \z     »-•=-*•••§ ohe 

variables X  § 1st order deriv« 

I// /= / /"A:/. 

sm 

jr. oF d Of" 
*~* 0/ c/x By 

:o dF    d gtF 
OF   dK 

H-a For higher order derivatives, equations are like the ones 

nnder #2a ., 
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5, One dependent variables U    § two independent variablest XjV $ 

1st order deriv«, 

l/; / " j[   F(KY, U, UXJ Uf )dx dj - mm 

r • c9/•""__ d_ f~  \_ c)__ f    — 

6 e-Further generalizations are obvious from these examples« 

\a 

j 7 Hi 
! - jf 
j 

i 

• 1 

I 
1 



(9) 
c/ for i  £>7  a/./ 

di ( 0/ /      cy o 

which is exactly Langrange's equation« 

There are, therefore, two equivalent way? of stating a 

statical or dynamical problem: 

i.) So" "£ - variations! problem;, 

2) by its differential equation,- together with the 

boundary Values e 

b« Ritz is' First .Procedure of Approximating the Solution.« 

Again, we limit our attention to a system of a single degree 

of freedom. /The variational problem in question may,,, e,.gö,?; be .__ 

:.-   - - - 
Xi.  - 

"'-'-    _:                .                         "-• 

-.  - - ./«inS ____^ ^-'^^~i|^.^- 
i •-        .      - 

\1Q) - 

corresponding to ease 2 of Table "1. As we have said before, I 

is a function of the (required) function -y(xl   and it depends on 

its functional infinity of values in the interval (Xa,X,)   • 

Rita's idea was to make I depend on a finite number of parameters 

only, by replacing lor approäü2näti^g^-)^/^j---by--ar^•etton-j?'^A'J 5 

- Q 

9<i3 



W. fX ! R (11) Y ft)  - 3 V# W ^ aa f2i«)-t' • ' ' T Gn fU( 
f 

where tlie ~U/k(X)   are a given set of functions and the qK 

are constants to be determined» The original problem is now re- 

duced to the problem of giving the integral I, which depends on a 

fiqite number of parameters QK    , a minimum value. Clearly, this 

is now arT ordinary maxijaum^minimum problem of a function of sev= 

eral variablese The necessary conditions (ensuring a stationary 

h value for I) become i 

;•""' 

,t(12j    -^,=0.; •  ~— 90; ..v-^?:.r =-7-;-.T^ 

fhöäe, are # etiiätiöns;, ffeöm wiiich, tii§ /$ ünMöwä psfämetirs 

Q Q ^^--©. .can be determinede    _ r- : - 

In all eases, where the differential equation (luier equa* 

tioh) is linear? the integral I is a quadratic function in -jr~~~_ 

and Its derivatives« Therefore, the conditions (12) reduce to 

a system of linear algebraic equations for the a, • • • Qn   « -Tn 

those cases, where the differential equation is non-linear, the 

equations (12) also are non-linear algebraic equations» 

The conditions (12) ensure that we get the "beat? solution^ 

[under the restriction (11)3, because we make the Integral I have 

a miniMUM (or at least" a stationary) value6 The question of how 

10 

& 
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mueh this minimus, differs from the (lowest) minimum, eon0 

neeted with the true solution, remains open«. All we know is 

that we get the "best" solution (lowest value for 1) obtainable 

with a function of the form (11) e 

¥a Sitz [9] has proved that yr    converges into the true sol- 

ution v   with increasing number of terms in (11), provided that 

the set of functions yk   is a complete set« E« Trefft* Llöj 

subsequently investigated again the conditions for convergence 

and in addition the error limits of the methode 

In pure mathematical terms one can say that by assuming the 

solution to have the form of "(117 one reduces the parameter space 

for the solution,f^f^Sfefefinite number of dimensions to a finitgj 

nxMberef dimensions f ©r, one projects, the solution into such ä 

©arsffietep space, of a >fifiite 'älMlef of dim§Hsiöhs:s Ifee accuracy; 

% of' ;c;ourä%: Will ISpfM-iäEgeiy pü pother<oM n$>t 

the essential features;_öf the solution äre^ieslf^eä bydoing-ss^ 

•-• _ CMarly, the accuracy Will depend. Upon;the niamber of tärms 

used.in (11) and especially oh the choice of an appropriate^ set.-_- 

of functions nj».     „ As one writer (Ll3bJ p» **$3) terms it % 

^iThftre is] opportunity for the display of skill in the choice 

of the functions *\j/K(K)  "*> 

Obviously, some advance knowledge regarding the expected 

solution will greatly facilitate the choice of the coordinate 

functions <\i/K  »^ By making a good choice it is often possible to ^ 

restrict the assumption (11) to a single term» Part II of this 

11 

1 • 

I 
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report will deal exclusively with such single term approximations, 

e_g_ A .Second», Equivalent«, Procedure for the Approximation 

In applying the conditions (12) to the integral (10) where 

y   is replaced by y    according to the assumption (11), we ge 

Jr*    ' ~> C ?\ £T 
'-,-S\ *-'-*     -_    /      i ^" ^ OT -\,./ _;    ^, S^J—— •~)-/r>)      /WY 
K±.3J       ——    ~   I     I   ~rrr. ' U/<.  ~h -=-=,,    V*   -*• ••••--*• rr^37;a   UC       /CM 

and by integrating the second and the subsequent terms by parts 

we arrived at 

)7 •A  ö/"7 §£ o M./Jif 
y« 3/i O y •+- 

By Comparison with the formulae in iäblfe 11 w.e;. see that the- _._,. 

braces in the last integral Contain the expression E_ for the 

Euler equation of the problem«! so, we are left with 

:i5) 'p -      f integrated .parts I   + I % £[/Jd* 

requirements s=- ~"0  therefore call for the following 

conditionss 

1) the integrated parts must vanish;? 

J.2 
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a) [' VtEiyjdK =o 
•4 

The integrated parts vanish if either Oj^ and its derivatives tip 

to the nth order vanish or the corresponding terms -^,  » -^»/ / 

"T"" Is&P/tJ* - - - -       vanish, at the "boundaries j(a   and xt     © 

Let us assume that the integrated parts do vanish (since it can 

always he accomplished by a proper choice of the functions "Wk   )« 

Then the conditions (12) hseome ji&uigalent to the set of equations 

(16) j    ^EijJdK^ö)    .. 4" =B A.a/ ~—n,/?,    •••-- 
4. & 

££YJ    is fhe d'iffefehiiäl equation of the pro^il^ ähd it 

eoineides with the Buler equation Of tfee Corresponding Yäffätiöhäi 

12i, a  !^; nf. however$ Sip]   will not vanish at every I 

equations (16) tell us that the best solution y   will" fee that 

which makes E[^J vanish in'soiae ^weighted** average«    The weight 

functions thereby coincide with the coordinate functions of assump- 

tion (11) „ 

As is clear from this analysis the conditions (16) are equiva- 

lent to (12) (prn-ö-ided the integrated parts vanish). This means 

that satisfying the differential equation EITj    ih the described 

weighted average (** Averaging Method") leads to the same result 

13 
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of minimizing  the Integral 1 as do the equations (12) themselves 

Q£^]2>i-iBliig,'Heth6dn'). In shorts the Minimizing Method (12) is 

equivalent to the Averaging Method (16)* Equations (16) have 

the considerable advantage of making use of the differential 

equation it-self and not of the expression If one need not even 

know the expression I, in case the problem is stated by giving 

the differential equations 

Of course, all the remarks about convergence, degree of 

approximations, choice of coordinate functions (and weight fune«? 

tiohs) "%. j ete,, from the end of section 2b9 apply here in jtLsfe 

the game way«, 

3-«K : Bemarks on Literature _§nd f*r> Hisj&gleaJL Developments» 

We hat# feeen thit thire är& 1iwp ways of |#|aöü;- fef: ?ö% 

tg; /€fa i'ft.   sfefci assumeol an 

^gt^f- -ö;i vue^ b^ ^tröduclhg: (£*)'"ihto tine. _c¥rrTe^©nding integral 

esipgegg jga jlffi)9 which is. tg bd mlhiMaedy thusL ICaäiiäg Jfeo-the — 

equations/ (12") for the %  . f er by Mtrodupiiig the_^aäimptiGa--— 

(11) int© the differential equation of the problem (which is the 

p 

I 

I 

i 
it 

Euler equation of the corresponding variational problem) and aver» 

aging this expression, using the coordinate functions as 

weight functions, according to (16)* If th§ boundary conditions 

(arising from the integrated parts) are satisfied,, both procedures 

lead to identical results § In  fact, they .are, identical and repre'» 

sent .just two views of the same problem® 

- Ik 



läü^S, It has become customary to call the first procedure, which 

results in equations (12). the Ritz Method (or Rayleigh-Ritz 

method9 when applied to eigenvalue problems)? referring to the 

paper [93 of 1909| and the second procedure, the Salerkin Method^ 

referring to the paper [ll] of 1915» 

The interdependence and equivalence of the two methods was 

noted and described several times„ It may be sufficient to men- 

tion the three sources El2]? Cl339 and El
ls-3« . In [123 the equiva~ 

Ieneet is shown for the boundary value problems in statics of 

elastic systems and for eigenvalue^ problems| in [l3b3 for 

eigenvalue problems alsoj and in llhl  in a most general manner« 

Önriouslyf however 5 of all these writers who have shown ,-  ___-_. 

tfte interc^E®ectiin of «fiitz,s^ and H§alerMn5sre method, none was 

aware' of %#::fil^"tha| in fi^i*i_jitigi®iai; paper- Ef j fee- h'imä#f. __ 

irade ^.e--«|b:M^^^o^4iarss'5 and not: only by ian^erehee» but. .es* 

piicitiy he states the basic equation [see equation C^l) ih 193-33» 

corresponding to(16)^ for the special problem (bending of a 

plate) which he. treats there» 

On the other hand3 it must be admittedthat Ritz does not 

stress this point (of having two methods) and does not draw spec» 

ial attention to it»7 fherefore, apparently most of the readers 

of Ritzes paper missed the importance of the statement in eq» (H-I) 

of this paper and had to be told of the second method by B* d» 

Galerkin, who —* without referring to Rita — used this method 

for solving similar problems for rods and plates« Inasmuch as 

15 
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Ritz himself does state the important equation in his paper öf 

19095 and since there is little doubt that [because of the elos« 

scientific connections in those days between St«, Petersburg? 

here Russia, the domicile of Galerkin, and Gottingen, the plaee v. 
- 1) 

Ritz lived and wrote his paper J^   Galerkin had full kr,cwj.öage 

of the Ritz papery both methods therefore must be ascribed to 

Ritz ? in the .interest Of historical accuracy» The proper way ef 

referring!;© them would be to call theia the First and the Second 

Ritz Jfethodj respectively.^ or, if one wishes to distinguish be^= 

tweeh the methods in the title they may be termed, ffiEitz*s 

"Mäaläiziag Method** and ^Rit-zss Averaging Method*«, Labelling one 

as Galerldjr's. Method may be permissible only as. ä ^manner of 

sneaking** and as a full equivalent to the «Second Ritz Method8 

•pr -^i||#*# 4^ifaginf^|feifeh??|^!s ... -r : _.- -- ".* :.'•• _.__-    r-z :;:^- .  \     •__ 

' \lIe7fi^fFlf&ät the &ame pi GäSämggK's bapef [ill of %91§ Jäas 

spread so much,, and has even obscured the statements In Eitz's 

paper of JtöQSL, is ev$& m0re astonishing: because the majority of/ 

the subsequent writers were unable to read the paper [ill written 

in Russian, and sometimes were even unable to obtain it (see the 

introductory remark in [l3a3 )«, The scientific world outside 

Russia apparently learned of Galerkin*s paper and the method used 

therein from two later paperss first, £rom E. Hencky'-s paper 

X16J and the remarks by which Q^_ B» Biezeno drew special attention 

1) (Ss, Pe Tissoshenko, a close colleague of B* G„ Galerkin, 
visited Gottingen frequently and promoted discussion 
of the Ritz method in 8t* Petersburg! see, e„g., his 
paper [15] of 1913>* 



to it at the First International Congress for Applied Mechanics«, 

Delft 192**- Cl7]| and second, according to [l3aj, from the paper 

by E* Pe ßrossmann [18L 

ha    Additional Remarks Concerning the Averaging Method, 

In section 2 it was pointed out that the Averaging Method is 

equivalent to the Minimizing Method, The advantage of the Aver- 

aging Method is based upon two facts« I) In case the prcblex» is 

stated by the differential equations the "Averaging Method allows 

one to dispense with"the integral -expression I completely« which 

is a considerable advantage, especially if this expression is 

not known and would have to be determined "for the purposes 

2) Even if I is available^ the Averaging Method normally presents 

fewer d:i#€|ctil|lef: in calcUlatMg the * egressions involvedf- it is 

usääily: the easieiri mlthod from tjae ppiihtof vi#w of 

cai$vS§%t®nsi»^z—^v—•~~ —"-•— ---_.-;--t'^i^i^-^-i-.--: _.-  

The:advantages^ however, are^-§tlli_greater . Jjaasmueh as the 

method allows generalisations. Such generalisations / were-sug«« 

Rested in three directiohs* 

First, the method has a meaning of its own in cases where 

an expression I does hot even exist«. Then the relationship to some 

minimum value ceases to j^XifTt, but the averaging process may be 

carried out nevertheless*   -.-•„ 

1) Some of these suggestions are mentioned in lecture notes 
by K* 0e Friedrichs ÜX9L 

- 1? 



ff v.. 

J&.. 

Second, whereas the relationship to the Minimizing Method 

requires fche weight functions in the Averaging Method to be identic 

cai wich the coordinate functions,in the assumption, this rela- 

tionship may be dropped, and one might try to solve a problem 

by using weight functions which differ from the coordinate fune= 

tiönso - — - 

Third» in (11) the approximating function J    was assumed 

to be a polynomial with coefficients to be determined« Cases 

may exist,where other assumptions? say =..'-_ 

V 
y 

&t-x- 

I 

;    ii 
t     l;i 
r- - • s-l 

fwith   A- and  #<    äs parameters: to be determined >, it: fe i*^;? 

may prove advantagegüs«,        - -:-=--;- L     ^     ;T 

fht forgoing. SjUgp-stiöni,,.. äi_mm§H &ävi; *& beeafr i.M gut. 
if Mtk ,s;,öme: 4Xf^e%ign and qht n^^!li''lilf|ts#;^;.^^ä$:^.;f^i^SS'4 

lühe merits or-the. r§s.ujUks: vjij-l kct^t? to;1«SL ^lidge.^; ^ ^|i.e-: g-]äees,s.#-,s-_ 

.- — iÄ^i@vÄlÄJ»ti^?' M'swev%r^. Will f|öiigg.e3tiois._ df tfe 

gehe* 

t • 
IB 

ill 
II 
:s 

"•fefc"-" Summary^' :  " "" -"._T—r-     ~~ ^   ----------—- .— ;—_ ^ 

10    It can be,shown,, generally and without reference to any 

partieularrv^pe öf problem (eigenvalue -problems,,  statics UC     [ 

elastic- bodies^ ets,0)  that, the- «Minimizing Method«; and;the 

"Averaging Mfethod" iMiiJfe a, proper. choice of the^oordijiate fune^ 

tiöns)  are equivalent« .." ,     f 

E 
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Si 

I • 
Si i 
1! • 

Si- •-.-. 

2«, Whereas the Minimizing Method is generally attributed to 

W» Ritz (or to Lord Rayleigh and W. Eitz, if eigenvalue problems 

are involved,) the Averaging Method is customarily attributed to | 

B. Go Galerkin« However5 Ritz's paper contains the essential aver- 

aging equation explieit3.y§ for reasons of historical accuracy both 

methods are to be ascribed to W, Ritzs 

3o The Averaging Method has some advantages over the Mini- 

mizing Methoda .They lie 1): in thec ease of computations, >ahd       - sj 

-2).-in the fact thafe for applying—it one needs to, Isnow only the        -[ 

differencial äq.üätion.g irrespective of "-whether or hot a f äfia- ; | 

tional express ion 1 is. taöwh, er ev#S exists 0  , ''-'-.  ""'. ,/ \. 

_ _f Jlotn: öf. these reasons' recoffinend the Averaging Method for f 

exclusive and jffide use 3ii the subsequent parts of this report © 

..    %« ;lhe .fr,g.0,e§upe for a||p3|r$hg |he Ayefafihg Method is ex*-   , ., __,-,T 

;ipipf^";aMp^5 •"", JltCMn^^ "ff V.-^ 

1-lifi.ear of jno/ti) of the problem" :^ _--.-._-.--_-.--_ 

quired sö%ut|fOn )#P6J! is .äpproxi^t-edfll^  ~  ^^ _l^i-_•-'.-;", . ~ v. ."     _•__:- 

J?^= 4 yt/xj i$i%(x) fj. * ' ' fätfb&j j 

A, ! whereTthe. ifJ#'(X)  are a given set of functions^ The "best81 

anurloximatioa has~coeffAeients  CL.   which are determined by 

the ä equations:      - " ----- ^  ^     .- - :- -" :-- 

•**>- 

?(X)J !//*(*) Ofx  -.<?- ~ V~ /;2,  « • =• /2. 
*o 
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